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Anthropomorphism and Mechanomorphism: 
Two Faces of the Human Machine 

L.R. Caporael 

Rensselaer Polytechnic Institute 

A b s t r a c t -  This paper explores the ambiguity of the "human machine. "It  suggests that anthropomor- 
phism results from a "default schema'applied to phenomena, including machines, that a perceiver finds 
otherwise inexplicable. Mechanomorphism, the attribution of machine characteristics to humans, is a 
culturally derived metaphor that presently dominates cognitive science. The relationships between 
anthropomorphism and mechanomorphism pose a special difficulty for the question, "Can machines think?" 
Does a positive response reflect a cognitive bias on the part of the perceiver or a genuine attribute of the 
computer.) The problem is illustrated for Turing's "imitation game"for thinking machines, and a strat- 
egy for constraining anthropomorphic attributions is proposed. 

A n t h r o p o m o r p h i s m  is the ascription of h u m a n  characteristics to n o n h u m a n  enti- 
ties. We think of  an th ropomorph i sm in the context of primit ive peoples who attri- 
bute  h u m a n  forms, emotions,  motivat ions,  and activities to the wind, sun, moon,  
trees, rivers and animals, use them as causal explanations for otherwise inexplicable 
events,  and a t tempt  to manipula te  them with social mechanisms such as en t rea ty  
or threat .  An th r opomorph i zed ,  n o n h u m a n  entities became social entities. 

Anthropologists hold that an thropomorphic  thought develops from animism (the 
bel ief  that all things have a spirit or  soul), legend, and the need to have visual 
images of gods. Thus ,  an thropomorphism is commonly  considered to be the quaint 
and archaic activity of people far removed in time and place from the complex func- 
t ioning of  c on t e mpora ry  technological society. But an th ro p o m o rp h i sm  is wide- 
spread in m o d e r n  life, so c o m m o n  that we take it for granted  and fail to react to 
its peculiarity. M a n y  people have entreated,  coaxed, and threatened a recalcitrant 
car, have inferred human  feelings and motivations as causal explanations for other- 
wise inexplicable malfunctioning,  and in short, entered (briefly or extensively) into 
social relations with their  automobiles .  An th ropomorph ized ,  even unintel l igent  
machines may  become social entities. This assertion is not invalidated by the claim 
that pr imit ive  peoples held a convict ion that n o n h u m a n  entities really do have 
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h u m a n  attributes whereas con temporary  people are rationally aware that cars, ships 
and  the like do not. Ra the r ,  the c la im draws a t tent ion to the pecul iar i ty  of  con- 
t e m p o r a r y  a n t h r o p o m o r p h i s m ,  which occurs despite object ive knowledge.  

An th ropomorph iz ing  "intelligent" machines  (e.g.,  computers  and robots) is most  
often g rounds  for a m u s e m e n t ,  cer ta inly  no th ing  mer i t ing  mul l ing  as a scientifi( 
problem.1 Hence  when scientists do ment ion  a n t h r o p o m o r p h i s m ,  their t rea tment  
is sketchy and destitute of data. Somet imes  the issue is its desirability (e.g., Boden, 
1981). Occas ional ly ,  an tecedents  are p roposed .  B r a n s c o m b  (1979) asserts that a 
c o m p u t e r  that  is easy to use "creates  in us a w a r m  feeling, and  m a y  be descr ibed 
as ' f r iendly , '  ' fa i thful , '  or ' o b e d i e n t . ' "  Accord ing  to h im,  these are desirable an- 
t h r o p o m o r p h i c  qualit ies that  can be ob ta ined  th rough  careful design,  p lanning ,  
and  testing; that  is, they are a funct ion of mach ine  characterist ics.  In contrast ,  
W e i z e n b a u m  (1976) writes that a n t h r o p o m o r p h i s m  is a psychological consequence 
of an emot ional  tie to the mach ine  as an extension of the body.  H e  fur ther  claims 
that  naive users are more  likely to an th ropomorph ize  than are sophisticated users. 
But Minsky ' s  (1967) descript ion of a p r o g r a m m e r  watching  the output  of  a poorly 
documen ted  p r o g r a m  "as if the p r o g r a m  were an individual whose range of bchav-  
ior is uncer ta in"  (p. 120), suggests that  there are condit ions unde r  which even 
sophist icated users m a y  respond  to a mach ine  as if it were h u m a n .  

T h e  h u m a n  mach ine  has a delightful a m b i g u i t y - - w h a t  be t ter  way to capture  
the Car te s i an  dual i ty  of  our  age? It  points  to compute r s  and robots  as "evocat ive  
objects" (Turk le ,  1980, 1984), and dist inguishes them from other  social t ranstor-  
mat ional  technologies such as the automobi le ,  air condit ioner,  or television. These  
we m a y  be t emp ted  to a n t h r o p o m o r p h i z e  when  they mal funct ion ,  but  there is no 
t empta t ion  to think of ourselves or others  as be ing  like au tomobi les ,  air  condi- 
t ioners,  or televisions. Not  so with c o m p u t e r s  and  robots.  I f  a n t h r o p o m o r p h i s m ,  
referr ing to mach ine -as -human ,  is one face of the h u m a n  machine,  we might allow 
" m e c h a n o m o r p h i s m , "  the h u m a n - a s - m a c h i n e ,  to bc its o ther  lace. M e c h a n o m o f  
ph i sm is the a t t r ibut ion  of character is t ics  of  machines  to humans .  It is a widely 
used cul tural  m e t a p h o r  and a d o m i n a t i n g  scientific one. 

Scientists of  all stripes might  be willing, indeed eager ,  to a b a n d o n  the h u m a n  
machine  to the disciplines concerned with broad interpretive f rameworks  of h u m a n  
experience (e.g.,  Lewis, 1963; Warwick,  1980) as if they could keep tor themselves 
.just the object ive proper t ies  of  the compu te r .  But even while scientists and phi- 
losophers feverishly debate whether  machines can think, the conditions under  which 
informal  a t t r ibut ions  o f " t h o u g h t "  or "intcll igence" arc made  remain  unclear.  T im 
lat ter  issues different iate  the phi losopher ' s  ontological  q u e s t i o n - - c a n  machines  
t h i n k ? - - f r o m  the issues considered h e r e - - w h a t  makes  people think machines  can 
think? 

For  the sake of a r g u m e n t ,  I will make  a bald  s ta tement  here: machines  do not 
think. In  the following sections, I suggest a n t h r o p o m o r p h i s m  can be conceived as 
a schema  used by the general  public,  or convent iona l  c o m m u n i t y ,  and that 
m e c h a n o m o r p h i s m  can be conceived as a schema (albeit an e labora t ion  of 
a n t h r o p o m o r p h i s m )  used by the scientific c o m m u n i t y ,  especially by researchers  

I A notable exception is tile untranslated work of Masahiro Mori of the Robotics 1)epartment, 
Tokyo Institute of Technology. He proposes that the (:loser the physical resemMance of a robot t(~ 
a truman, the more afti:ction it will arouse--up to a point. At that point begins the "tmcanny val- 
ley," a psychological space filled with objects that are too human-like, yet lacking sonm essential humaI~ 
attrilmtcs. They arouse foar and distrusl (see Reichardt, 1978). 



The human machine 217 

in artificial intelligence and cognitive science. The machine-as-human schema can 
be encompassed within mainstream research areas in social psychology, and it can 
also be used as a vehicle for expanding our understanding of some interesting psy- 
chological phenomena.  Its most significant contribution, however, may be in 
elucidating critical issues in social cognition, including the distinctions between 
social and nonsocial objects: the computer  can be programmed to be more or less 
"social." While the computer  overcomes certain technical obstacles in psycholog- 
ical research, mechanomorphism poses deeper conceptual ones. Once these are 
cleared away, it is possible to re-examine anthropomorphism. I suggest that cer- 
tain anthropomorphic usages reflect an inherent cognitive heuristic. 

If there exists some fundamental anthropomorphic bias, those who would attempt 
to answer the question, "Can machines think?" face a conundrum. Does a posi- 
tive response reflect a cognitive bias on the part of the perceiver or a genuine attri- 
bute of the machine? The only question that we might truly decide is the 
circumstances in which it is a benefit or a liability. Behavioral research should guide 
the construction of "traps" to constrain anthropomorphic attributions when they 
are counterproductive.  

I hope to illustrate that between research on the practical exigencies of computer 
use (the domain of many social, organizational, and human factors researchers) 
and research on information processing (the domain of cognitive science and artifi- 
cial intelligence) lies a rich area concerned with affective or social aspects of human- 
machine interaction. This "social psychology of computing" (Caporael & Thorn-  
gate, 1984) not only enlarges the scope of applied and basic research on human- 
computer  interaction, but also engages behavioral scientists for a question both 
old and new: What makes people think that other people (and machines) think? 

SKETCHES OF TWO SCHEMATA 

The scientific community, especially workers in artificial intelligence (AI) and cog- 
nitive psychology, can be broadly distinguished from the conventional commu- 
nity by what each perceives as the least understood or most problematic component 
of the human-machine relation. For the scientific community, the human is viewed 
as the least understood. At some level, be it in programming or theoretical abstrac- 
tion, the activities of computers and automata are defined. Psychologically, the 
human is prone to unpredictability and unreliability far beyond that realized in 
intelligent machines. For the conventional community,  the machine is seen as the 
least understood. At some level, illusory or otherwise, people have their theoreti- 
cal abstractions that explain human behavior (Heider,  1958). It is the machine 
that is perceived to be too unpredictable and unrel iable-- the computer  loses 
paychecks, makes billing errors, or, ubiquitously, "goes down." 

The  scientific and conventional communities have each developed a general 
schema, or model, that permits accommodation and assimilation of these prob- 
lematic components so that the respective activities of the two communities can 
be maintained. Within the scientific community,  the general schema is that the 
human is like a computer  or a serial information processor. One of the more 
extreme formulations of the human-as-machine schema is Newell and Simon's 
(1972): "men and computers are merely two different species of a more abstract 
genus called ' information processing systems.' The  concepts that describe abstract 
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in format ion  processing systems must ,  per torce,  describe any par t icular  examples 
of such systems" (p. 230). Within the conventional  communi ty ,  it appears that the 
general  schema is that the machine  is like a human .  For  example ,  Newsweek 
describes an industrial robot, named "Clyde" by the employees, that malfunctioned 
and was described successively in the company  newsletter as "sick," then "cured ,"  
and finally when it was re turned  to operat ion,  was greeted by employees  with a 
welcome back par ty  (Nicholson,  1979). A later Time article, quite infamous now, 
subst i tuted the compu te r  for the usual " M a n  of the Year."  An article on "robots 
that th ink,"  in Popular Science, reports  a mal func t ion ing  Un ima t ion  P U M A  with 
two h u m a n  figures pa in ted  on its arm.  It had injured some workers that had got- 
ten too close to it, and was named  "Kil ler"  (Schefter,  1980). 

O f  course, no scientist really believes the h u m a n  is a machine  (in the conven- 
tional sense) and no lay person really believes a machine  is human .  Rather ,  these 
are convenient  fictions that permit  "business as usual ,"  and, as all such casual fic- 
tions, they are rarely opened  tbr re-reading.  

The Conventional Community 

At first glance, the conventional  communi ty ' s  h u m an  machine might seem the cel- 
luloid fallout of Forbidden Planet's Robbie the Robot  or 2001." A Space Odyssey's H A L.  
But fascination with the h u m a n  machine  extends back at least to 18th century  
t inkerers  whose elaborate  au tomata  puzzle today's historians who wonder  why so 
muc h  t ime and detail would be devoted to these "toys" (Gideon,  1948). Strauss 
(1986) proposes an alternative interpretat ion that would place the fascination with 
early au toma ta  as precursors  to both con t emp o ra ry  AI and cognitive science on 
the one hand,  and to mode rn  movies and stories on the other:  the au tomata  were 
a means  of unders tand ing  by compar i son  what it means  to be h u m a n  at a t ime 
when divine designation seemed not quite enough.  

The  early artificers looked at their creations and asked, "What  makes it human-  
like?" Al though it is natural  to look to the object tor an an sw er - - a s  it there were 
some definitive at tr ibutes of " h u m a n "  to which the essential features of the object 
need only be ma tched - - i t  is fruitful to look to the perceiver. In the tbllowing para- 
graphs, I will consider some "perceiver-centered"  areas in psychology to illustrate 
(a) how traditional topics may contribute to a better understanding of anthropomor-  
phism, and (b) how a n t h r o p o m o r p h i s m  might  be a vehicle for research. But 
an thropomorphism is not a property of perceivers, nor of objects: it lies in the inter- 
action between the two. 

Perceptions of Control: Machines. We might  gain some insight into the 
mot ivat ional  processes and consequences  of an th ro p o m o rp h i sm  from studies 
concerned  with percept ions of control  when in fact there is no oppor tun i ty  tor 
control  (e.g. ,  Hensl in ,  1967; Langer ,  1975; Lange r  and Roth ,  1976; Wor tman ,  
1976) and from studies where there is a failure to respond adaptively where control 
possibilities exist (e.g., Dweck, 1975; Wortman and Brehm, 1975; Wortman,  1976). 
T h e  impetus  to an th ropomorph ize  may  be related to the percept ion of one's ina- 
bility to predict and control the envi ronment .  This perception is influenced by the 
availability of informal causal explanations of the observed behavior  of the machine 
system. An individual 's explanat ion may  be veridical, or  it may  be inaccurate but  
still adapt ive  (i.e.,  within the actual capabilities and l imitat ions of the machine) .  
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When the individual cannot generate a workable explanation, then he or she is 
likely to generate an apparently nonadaptive social explanation (i.e., some per- 
sonality characteristics or emotions) for observed machine behavior. 

Naive users are more likely to be prone to anthropomorphism than sophisticated 
users because the former would be expected to have greater difficulty generating 
veridical and workable explanations for machine behavior. We would also expect 
different frequencies of oscillation between anthropomorphism and veridical attri- 
bution for users with different experience. In contrast to the apparently stable eval- 
uation of one's control, the "machine-as-human" schema is likely to be fleeting, 
which suggests it could be a fruitful domain for investigating the dynamic processes 
of invoking and replacing active schemata, admixtures of how people work and 
how machines work. 

Anthropomorphic explanations are maladaptive, at least for controlling the com- 
puter. They may, however, serve other functions, in which case the evaluation 
of the adaptiveness of anthropomorphism would be with respect to an explicit cri- 
teria. For example, the shift away from "real" control (i.e., from taking action that 
may reasonably produce desirable outcomes) might have two outcomes. One might 
be described as the illusion of control, once removed-- a pretense in control. When 
all else fails, if one only says nice things about the machine to its face, it will con- 
tinue to function smoothly. If it ceases to function smoothly, a combination of ver- 
bal abuse or exhortation will resolve the problem. Such an illusion or pretense may 
nevertheless help a person stay on task, or be an expression of being on task. The 
other outcome is learned helplessness, where one might abandon the task altogether 
on the grounds that "computers hate me," an anthropomorphic justification for 
avoiding computers. People may continue to use anthropomorphism when its "task 
instrumentality" is past if it still functions for "ego instrumentality"-- that is, it 
makes the user feel better. 

On the practical side, there are a variety of questions that link perceptions of 
the computer with performance of the user. One might ask whether (and what kind 
of) anthropomorphic attributions affect human-machine interaction? What char- 
acteristics of software will evoke attributions of human characteristics? Given a 
single program, under what circumstances do these and other attributions vary 
from moment to moment? Does the "warm feeling" Branscomb (1979) claimed for 
the user-friendly machine make people want to compute more, improve their per- 
formance or play at computing more? Does "the machine hates me" inspire us to 
conquer the truculent thing, or submit to it? Does "I must be terrible at this" (failure 
to anthropomorphize) promote giving up the task? 

Perception of Control: Relationships. Whereas attributing (usually) negative char- 
acteristics to the machine seems to derive from its unpredictability, the 
unpredictability of human relationships seems to be associated with a positive 
anthropomorphic affirmation of the machine. The human machine fulfills a long 
standing fantasy of the robot or computer as companion. One of the best known 
is Asimov's creation of Robbie, a domestic robot, in 1940. In 1980, a computer 
hobbyist offered a program for a home computer equipped with various speech 
boards and proclaimed it a butler, babysitter, and companion (Hawkins, 1980). 
At the extreme, the companionable relationship may be sexual. Toffler (1970) 
attributed to a Cornell computer scientist the claim that man-machine sexual 
relationships were in the not-to-distant future. More frequently, the machine may 
be "someone" with whom to talk. Stockton (1980) describes a foreign scientist, 
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exhausted after a long and trying trip, earnestly describing his feelings to a com- 
puter program (despite knowing better) in the host laboratory. Turkle (1984) 
describes members of the the M I T  computer culture as "loving the machine ior 
itself." Not quite a substitute tor human relationships, the computer is "the human 
that never was"--challenging, compliant, all-forgiving, never rejecting, ultimately 
knowable and completely controllable, incapable of knowing or causing the 
emotional pain that makes human relationships risky (Turkle, 1984). But ew:n 
before the era of "user-friendly" software, Jules Feiffer (1963) created a fantasy 
of the companionable computer. His hero, betrayed, rejected, ignored, and 
disappointed by other people, invented the "lonely machine." 

The desirability of machines lot companions probably tells us little about 
machines. Rather it appears to address, or obscure, deficits in interpersonal 
relationships (Turkle, 1980). Greist, Gustafson, Stauss, Rowse, Laughren, and 
Chiles (1973) reported that, compared with non-suicidal patients, twice as many 
suicidal patients preferred being interviewed by a computer rather than a psychi- 
atrist. According to Taylor (1980), patients favor the use of computer interviews 
more than does the medical staff. Untortunately, we get very little description of 
the extent to which people may engage in anthropomorphi( behavior while they 
are interacting with various interview or counseling programs (e.g., Wagman, 
1980; Wagman & Kerber, 1980), or the extent to which the prograin elicits 
anthropomorphic responding. It is not clear if the preti?rence is associated with non- 
anthropomorphic considerations of time, efficiency, and privacy, or if people really 
do place the computer in the role of companion. 

Social cognition. Although loss of control over the machine or relationships may 
be a motive for anthropomorphizing, it does not address the cognitive processes-- 
mental structures and mechanisms--individuals might use to attribute human char- 
acteristics to machines. Anthropomorphized, computers and robots have a mixed 
status as social and nonsocial objects. The machine is animate, but not sentient. 
It may be attributed sentience, causal agency, and teelings, but never the capacity 
for smell or taste. It may arouse but never return affection. It reacts but never 
acts. It is like a "decomposed" person, its ambiguous personhood lying somewhere 
between the eye of the beholder and the attributes of the machine. 

At least tour considerations might help us better to locate anthropomorphisnl-- 
constructs held by the person, individuals' linguistic usage, properties of the object, 
and the interaction of person and object. Anthropomorphism could be the result 
of the application of implicit personality theories (Hakel, 1969; Passini and 
Norman, 1966) to the limited and ambiguous intormation available trom a 
machine. If so, a variety of machine "dispositions" would be similarly described, 
and differences between individuals would reflect differences in their implicit per- 
sonality theories. Although different individuals have different theories, there is 
also evidence for a common set of underlying lectors, probably derived from shared 
cultural experience, that influence the attribution of traits and dispositions. Because 
even very simple programs and robots appear to evoke an anthropomorphic reac- 
tion, they can open the door to a better tormulation of just what cognitive structures 
and mechanisms a perceiver might bring into an interaction. 

Untortunately tor our current purposes, implicit personality theories may not 
distinguish between personal constructs and linguistic usage. They may represent 
less a summary cncoding of a person's organized, empirical information derived 
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from past experience than they may be propositions about language--measures 
of the similarities of the meanings of words that function "for the sake o£ telling 
the world how it ought to behave" (Shweder & D'Andrade 1980, p. 53). From this 
perspective, anthropomorphism is not so much a psychological phenomenon as 
it is a linguistic device. Holland and Rohrman (1979) might dispute even this 
interpretation. Based on their studies of children, they argue that there is no such 
phenomenon as animistic thought in children; simply linguistic confusion about 
the use of the word "alive." Adults may be deemed unlikely to have this confusion 
(at least given the caveat, machines do not think), and we might propose that their 
anthropomorphic usage is a linguistic device for quickly communicating ideas about 
machines much as sociobiologists (e.g., Dawkins, 1976) anthropomorphize genes 
for efficient communication. 

In contrast to emphasizing factors within the individual, researchers might inves- 
tigate social inference processes that focus attention on how the perceiver repre- 
sents properties of the object (Jones & McGillis, 1976; Reeder & Brewer, 1979). 
Behavior is presumed to be classified by an observer with respect to a limited num- 
ber of observable attributes (e.g., "intelligence") and then a set of implicit rules 
or "schematic representations" are used to infer a trait or disposition. Variations 
in these rules would apply to different classes of attributes. Obviously, we would 
expect the domain of attributes applicable to machine intelligence to be more lim- 
ited, and hopefully more tractable to description, than the domain of attributes 
applicable to human behavior. For empirical study, attributes can be programmed 
into a computer's operation; for example, first person reference to the activity of 
the machine. Comparisons between attributes and resulting social inferences about 
persons and about machines might be used to study how cognitive processes arc 
brought to bear in making social inferences. 

The humanized machine is directly relevant to debates on the distinction between 
social and non-social objects and on whether different cognitive processes are in- 
volved in responses to them. Traditional classification schemes (reviewed by 
Ostrum, 1984) focus on properties of the perceiver and properties of the object. 
Properties of the perceiver that have different implications for social and non-social 
objects include the recognition of similarity between the perceiver and the object 
(intersubjectivity); egocentric appraisal, which engages the self in interacting with 
objects; different possibilities exerted by social and nonsocial objects for control 
of the perceiver's outcomes; and the arousal of more sensory systems by social than 
nonsocial objects. Classification schemes for properties of objects generally focus 
on a static-dynamic dimension in basic physical appearance and composition, and 
the locus of causal agency (external or internal to the object). Both classification 
schemes view the perceiver and object in static isolation, as if some critical mass 
of features could determine the sociality of an entity. Neither approach comfort- 
ably accommodates the ambiguities of the human machine. 

Ostrum's (1984) alternative is to claim that knowledge of objects is inextrica- 
bly bound to knowledge of the self, and the links between the two are the inter- 
dependencies of perceiver and object through action. Anthropomorphism makes 
sense from this perspective because it seems to emerge primarily from action. 
Equally important, computers (and robots) can be used to study the varieties of 
action that contribute to the construal of an object as social. For example, it appears 
that some quality of"quasi-predictability" invokes a machine-as-human schema. 
Scheibe and Erwin (1979) found that among research participants playing a binary 
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guessing game,  in termedia te  difficulty p roduced  the highest level of personifica- 
tion of  the computer .  It also appeared  to engage the most  self-involvement.  

Different  categories of action may  have different  impacts on the construct ion 
of objects as social. The  children Turk le  (1984) studied tended to count movement  
as a cri terion for judgments  of aliveness for traditional objects (e.g.,  clock, cloud, 
dog), but  used psychological  criteria (e.g. ,  intention,  emot ion,  and intellect) to 
make judgments  of computers .  But whereas the percentage of children over  eight 
years old using m o v e m e n t  and similar criteria tot  aliveness of t radi t ional  objects 
was lower than the percentage for the eight or under  group, the percentage of older 
children using psychological criteria to judge  aliveness of computers  was ~reater rel- 
ative to the younge r  group,  partially as a consequence  of the increasing psycho- 
logical sophistication of older children. This is not to say that older children claimed 
the computer  was alive, but rather  ditt'erent criteria of"aliveness" entered into their 
th inking about  distinctions between computers  and people. Th e  most critical of 
these were distinctions between cognit ion and affect: "Co m p u te r s  are smart,  but 
they don' t  have feelings." 

But is  i t  a S c h e m a ?  The  focus on at tr ibutes of machines  and constructs held by 
a person places a n t h r o p o m o r p h i s m  at the heart  of what  Fiedler (1982) calls "the 
most  interest ing and the most chal lenging problem in cognitive psychology: the 
interaction between permanent  memory  structures and actual stimulus intbrmation" 
(p. 1001). The  schema concept  is a theoretical  a t tempt  to solve this problem,  and 
if, as Fiedler  claims, "Devia t ion  from the stimulus is the evidence for a second 
source of informat ion,  the schema" (1982, p. 1012), then the tendency to attri- 
bute h u m a n  characteristics to machines invites study by those interested in inves- 
t igat ing schemata.  

Despite using the term "schema" throughout  this paper, I admit  to doubts about 
its suitability as a descript ion of, or even a shor thand  for, what people do when 
they talk to machines  or describe the activity of machines  in human  terms. 
Although schemata may  be erroneously  evoked and er roneous  in content ,  certain 
kinds of errors are not part  of the implicit notion of schema. Knowing  it was time 
to feed my plants would never evoke a schema representing planting them in ham- 
burge r  meat .  In a t t r ibut ing h u m a n  characteristics to machines,  the gap between 
observable in terpreta t ion of the stimulus propert ies  of the machine  and the ew~ca- 
tion of an an thropomorphic  schema is so great as to verge on the i r r a t iona l - -more  
than a mere  deviat ion from the stimulus informat ion.  Also, the schema concept  
implies some stability in cognitive s tructure and some stability in "actual stimu- 
lus intbrmation"; but anthropomorphism is frequently fleeting and dynamic beyond 
what  may  be implicit in the contextual  setting for applying schemata  to novel or 
incomplete intbrmation. Finally, the schema framework tends to view affect as post- 
cognitive,  ei ther based on the evaluat ion of the schema's componen t  at tr ibutes or 
on category membersh ip  (Fiske, 1982). But the h u m an  machine  is not sufficiently 
"well behaved"  in its componen t  at tr ibutes or category membersh ip  for the post- 
cognit ive position. 

By its very  ambigui ty ,  an th ropomorph i sm  suggests it is not driven by an ana- 
lytical engine,  but  by an emotional  engine.  It might  be most promis ing to con- 
sider the h u m a n  machine (in its dual ambiguous  sense) as exhibit ing what Zajonc 
(1980b) tentatively labeled preferenda, the interaction of perhaps vague, gross or con- 
figural global features of a stimulus with changing internal states of the individual. 
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Zajonc was par t icular ly  concerned  with demons t ra t ing  the p r imacy  of evalua- 
tive affective j udgmen t s  of the b inary  like-dislike sort, but  the b roade r  thrust  of 
his a rgumen t  is re levant  to the challenge posed by an th ropomorph i sm.  Accord-  
ing to Zajonc,  the j u d g m e n t  of an object in relat ion to the state of the judge  is an 
affective j udgme n t .  This  is in contrast  to a cognitive j udgmen t ,  which would be 
based solely on qualities of the st imulus object (e.g. ,  the cat is black). Self-other 
comparisons inevitably are affective judgments ,  but  they can parade as if they were 
solely cognitive judgments .  Affect strongly participates in informat ion processing 
and implicates the self 2 in relat ion to the object.  

T h e  most  global evaluat ion of an object is self vis-5-vis objec t - - i s  it like me or 
not  like m e ? -  followed by action (and not necessarily self-aware thought)  toward 
the object. In the case of computers  or robots, we might expect that when the judg- 
men t  is "not - l ike-me,"  affect would be low and action would deal with propert ies  
of  the machine .  But when the j u d g m e n t  is " l ike-me,"  affect would be high and 
action would implicate the self, resulting in anthropomorphic  behavior.  The  search 
for the actual attributes of a machine is not generated until the respondent  attempts 
to explain to others,  or to him or herself, how the machine  is the same or differ- 
ent from a human.  But the question is one that automatically invites self-other com- 
parison,  thereby  implicat ing the self. 

It was here the early artificers of automata  began. They  wanted to compare  how 
the machine  is the same and different  f rom human .  T h e y  started by incorporat-  
ing into their constructions first human  form, then h u m an  motions. The i r  descen- 
dents in artificial intelligence, like Turkle 's  (1984) children, went beyond form and 
motion to thought. And like the early automata builders, they did so without realiz- 
ing that their  quest ion automat ical ly  implicates the self. 

The Scientific Community 

T h r e e  analogies, loosely associated with changing historical emphases,  influenced 
the use of the human-as-machine  schema in the scientific communi ty .  Early cyber- 
neticists asserted a structural analogy, compar ing  the components  of a machine  sys- 
tem and the neurona l  circuitry of  the central  nervous  system (e.g. ,  McCul loch ,  
1949; von N e u m a n n ,  1958). T h e  cognitive function analogy drew on a compar i son  
be tween the h u m a n  informat ion  processor and compute r  problem-solving (e.g. 
Minsky,  1968; Newell & Simon,  1972). Research  problems were pr imar i ly  
restr icted to mathemat ica l  or logical analysis. T h e  social cognitive function analogy,  
involving pat tern  recognit ion and natural  language processing, m ay  be character-  
ized by "s tory under s t and ing"  and "quest ion answering" programs.  Th e  analogy 
is close to that of social interact ion (e.g.,  Lehner t ,  1978; Wilensky,  1983). 

T h e  human-a s -mach ine  schema has been enormous ly  valuable for expanding  
our  unders tanding of information processing, whether  it is done by human  or com- 
puter .  P rograms  simulat ing h u m a n  cognitive processes have provided a new class 
of  theories.  Research  in related areas in artificial intelligence and cognitive psy- 

~In its current incarnation, the self"may be viewed as a system of nodes in a memory network with 
associative links connecting various aspects or concepts comprising the self" (Linville, 1982, p. 93). 
This is a mechanomorphic description par excellence, but Linville's elaboration of what she means is 
consistent with ordinary intuitions about the term (e.g., the self includes past experience, affect, mem- 
bership in different groups, physical traits, talent, behavior, etc., and it varies over time and cir- 
cumstance). The ordinary intuitions about self are adequate to my purposes. 



224 Caporael 

chology has greatly extended our understanding of problem solving, pattern recog- 
nition and concept formation (Simon, 1980). But were the analogy clearly and 
merely an analogy (cf. McCulloch, 1950), discourse on humans and machines 
would have the same rhetorical quality as does discourse in aerodynamics on the 
analogy between birds and airplanes. Few would claim, to paraphrase Newell and 
Simon's (1972) quote given earlier, that birds and airplanes are different species 
of a more abstract genus of flying systems and that the concepts describing one 
pertorce describe the other. The generah'ty of the analogy is unjustified. So what 
underlies the assumption of generality for the human machine analogy? 

There is a crucial difference between flying systems and information process- 
ing systems. For the tbrmer, the assessment of any analogy between birds and air- 
planes relies on comparing observable properties associated with the dimension 
of interest (flying) of" two "species" both of which are external to the observer. The 
comparison between "men and computers" is vastly more complicated because it 
is not clear what observable properties are associated with the dimension of 
interest--thought. The observable properties of an external system are compared 
to unobservable properties of an internal system. One solution I will discuss in 
greater detail later was originally proposed by Turing (1950/1964). It argues that 
the only basis we have tor inferring that others have thought, consciousness, minds, 
or feelings is by comparing their behavior with what we expect or know to be our 
own in similar circumstances. The comparison unavoidably implicates the self. 

From the first, that question, "Can machines think?" (Turing, 1950/1964) 
pointed to a particular depiction of the sell" as the crucial grounds for comparison. 
Thinking--good rational thought dew)id of feeling, the kind of which Bacon would 
have approved and that Norman (1980) describes as the Pure Cognitive Sys t em-  
was the important dimension. Similarly, the attribution of thinking was to be a 
cool, rational assessment of the observable "facts." By fiat, the self would not be 
implicated in thought. It was a conception of human uniqueness that can be traced 
to two related illusions born in the zeitgeist of the Enlightenment. One was the 
illusion of unbounded human rationality. The other was the illusion of detachment, 
that is, that thought could be separated from feeling--I think theretore, I am; not, 
I feel (and think), therefore, I am. These illusions have been highly useful in scien- 
tific practice. But evidence that humans are not so rational (Kahneman,  Slovic 
& Tversky, 1982) nor so detached (Zajonc, 1980b) is still too new, too tentative 
to have eliminated the tinges of Enlightenment hubris. 

So what are we to make of PARRY, ELIZA, SAM, PAM, PHRAN,  and 
PHRED ("PHRED is PHRAN's sibling program," says Wilensky, 1983), the soft- 
ware characters that populate scientific laboratories? Researchers have made thn- 
tastic claims tot them and assorted relatives that have tantalized both popular and 
scientific imaginations, the most incredible claims originating in the era of punch 
cards and batch processing (Caporael, 1984). The ambiguous human machine illus- 
trates the action of back metaphor, a concept originally proposed by Burian (1978) 
to describe the consequences of anthropomorphism in biological thinking. In "intbr- 
mation processing thinking," the machine is described in terms of a human met- 
aphor constrained to the possible behavior of the machine, and then the constrained 
metaphor refers back, frequently as an explanation, to human behavior. The 
"thought" of the machine-as-human, a computer, has no developmental history, 
no multiplicity of motives, no bodily extension in space (Neisser, 1963). Never- 
theless, for the human-as-machine, motivation and emotion has been described 
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in terms of two mechanisms, goal-terminating subroutines and interrupt mecha- 
nisms that allow the serial information processor to respond in real time to urgent 
needs without allowing any one subgoal to dominate the processor (Simon, 1967). 
Mechanism, Turkle (1984) observes, replaces meaning. Under the shroud of de- 
tachment, affect is discarded and anthropomorphism is transformed in the scientific 
community into mechanomorphism. 

Two objections can be raised to the scientific transformation of anthropomor- 
phism to mechanomorphism. First, haphazard as it may be, people do look to 
science to tell them about human nature. Distinctions scientists make among scien- 
tific facts, simplifications, metaphors, and speculations frequently disappear by 
the time they are interpreted for the conventional community. Mechanomorphic 
claims about the nature of mind and self will be erroneous and limiting because 
such claims are back metaphors. Turkle's (1984) book is rife with descriptions of 
people who think of themselves as "collections of programs," or, unable to aban- 
don the vividness of their emotional life, propose their minds are rational programs 
and their feelings are murky. The concept of people as machines produces its own 
back metaphor in the conventional community. Because humans can do so much 
and they are collections of programs, machines can be programmed to do any- 
thing humans do. (Last month one of my students confidently announced and 
fiercely argued that he had no doubt that in the next 10 years there would be 
domestic robots that could pull clothes out of the dryer and fold them. Only 
"sophisticated programming" would be necessary to distinguish the children's under- 
wear.) Mine is no Luddite objection to the further displacement, this time by 
machines, of the human spirit from the center of the universe. To the contrary, 
the high value our culture places on reason, logic, efficiency and productivity sug- 
gests the caricature of the merged human machine at the center of the universe. 
A more brutal displacement is likely to be based on showing that adults in indus- 
trial cultures have more in common with children and nonindustrialized peoples 
than they do with machines (cf. Norman, 1980). 

The second objection to mechanomorphism is how all the myriad implications 
of human-as-machine qualify the "search space" of human cognition. The objec- 
tion is more than a concern over neglect of issues such as affect and the signifi- 
cance of the pervasive social context of human mental activity. Rather, the identity 
between the information structure and processes describing humans and machines 
prevents serious consideration of alternatives to mechanomorphism. Wimsatt (1984) 
describes two sources of the identity problem. First, even though there may be a 
variety of models describing "information processing," the commonality of generic 
approaches results in models that may produce "pseudo-robustness" by failing to 
include or consider environmental variables of the reductionistic system being 
modeled. Second, when a similarity (e.g., in processes or in outputs) is used to 
transform an old hard problem (how do people think?) into a new problem (how 
do information processors work?) and the redefined problem is more analytically 
tractable, there is a tendency to claim the redefinition encapsulates the core fea- 
tures of the old problem and thus solves it. The temptation is very strong to claim 
the new formulation was really the old problem all along--the latter has merely 
been "clarified." 

Our  models of human behavior are in a tenuous position if they are based on 
the current technology and only advance under the auspices of a new invention. 
Our  psychological theories must then lag behind our technology; historically they 
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have, be it the technology of the hydraulic engine, telephone switchboard, com- 
puter, or holographic memory. But limitations in theories or choices of empirical 
directions can be overcome by discussion and by successful exploitation of aher- 
natives. They are corrected with less difficulty (which is not to say easily corrected) 
than mechanomorphic claims let loose in the conventional community. There, they 
can acquire a life of their own impervious to corrective efforts. 

Taking a very broad view of the cognitive revolution initiated with imelligent 
machines, we can discern some shifts in the direction of more viable conceptions 
of both humans and machines. The early vast claims exposed the vastness of simple 
problems. "Decision tools," expert systems that might represent hundreds of rules 
tbr making a narrowly defined decision (Duda & Shortliffe, 1983), are replacing 
anthropomorphized machines that could "think, learn, and create" (Simon & 
Newell, 1958). Understanding a simple story about love and marriage (Wilensky, 
1983) is replacing chess playing and mathematical problem solving as the epitome 
of human intellectual activity (James & Partridge, 1972). Language and devel- 
opment, emotion and interaction, skill and performance, are rounding out the 
agendas of cognitive scientists (Norman, 1980). The human machine is a char- 
acter that can enter on center stage in the next act. 

THE ANTHROPOMORPHIC BIAS 

Identifying the Beast 

A reader of an earlier version of this paper complained that anthropomorphism 
did not seem to be a "fundamental tendency": rather, it is but one example of the 
tendency toward metaphoric understanding of the uncomprehended. I am inclined 
to believe this view is common. I also believe that it grows out of the description 
of sociality as secondary to cognition, of feeling as secondary to thought. That 
anthropomorphism is a "fundamental tendency" may not be unequivocably dem- 
onstrable, but epistemological and ontogenetic arguments might be mustered sug- 
gesting it to be a "default schema" applied to nonsocial objects, one that is 
abandoned or modified in the ['ace of contradictory information. 

The "realist" view of cognitive processes defended by Ostrum (1984) "derives 
from pragmatic analysis of the response demands placed on people by their social 
and nonsocial environment. Realists argue that the foundation of all cognitive pro- 
cesses derives from episodes involving social objects (as opposed to nonsocial 
objects)" (p. 25). Zajonc (1980a) proposes social cognition is the "genera] case" of 
human cognitive activity. Three crucial parameters are involved in cognition: (a) 
the observer-object interaction, (b) affect, and (c) involvement of sell'. Nonsocial 
perception is the special case where these parameters are set to zero. Cognitive 
processes, from birth onward, are initially developed to handle the complexities 
of social information, and are modified through interaction with the environment 
for application to nonsocial objects. 

I have argued elsewhere (Caporael, in press) that there are evolutionary grounds 
tbr a realist view of cognitive processes. Humans were under strong selection pres- 
sures for evolving affective and cognitive mechanisms that would support the devel- 
opment and maintenance of membership in the band-sized group, which was 
characteris t ic  in the evolutionary history of the species. Such mechanisms would 
be available for "reweaving" groups into societies on a larger scale, but would also 
introduce what might now be identified as cognitive biases or deviations from 
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rational behavior. Anthropomorphism might be one such bias (or remnant of one) 
insofar as in our evolutionary history, the most important objects about which to 
make predictions would be other group members. Attributing human character- 
istics may be part of a psychological Bauplan (i.e., a default schema in the stron- 
gest sense, cf. Gould & Lewontin, 1978/1984) originating in human evolutionary 
history with its application constrained and directed by individual experience and 
cultural transmission of beliefs and attitudes (cf., Boyd & Richerson, 1985). 

Anthropomorphism as a default schema is neither novel nor recent. From his 
work on animistic thought in childhood, Piaget (1929/1967) concluded that univer- 
sal life is the primary assumption of child thought. The attributes of inert matter 
are gradually detached by thought and experience from the primitive continuum 
along which all things are regarded as living. Among anthropologists, animism 
is a hallmark of"primit ive thought." Frazer (1922/1963) interpreted magic, with 
its anthropomorphic ascriptions to nature, as "pseudo-science"--attempts to control 
the course of nature for the practical ends of humans. For Malinowski (1925/1954), 
magic filled the gap where knowledge, technical skill and past experience fell short. 

The apparent correspondence between ontogeny and history, a sort of cultural 
recapitulation notion, raises several interesting questions. Is there really such a 
correspondence? If so, what are the minimal requirements on the perceiver-entity 
interaction (a preferenda, perhaps?) that might induce the attribution of human 
characteristics? What kind of characteristics are attributed? Should there be spe- 
cial categories distinguishing the "as if' anthropomorphism of computer users from 
the "it is" anthropomorphism of young children and non-industrialized peoples? 
Initial directions lie in a large, confused and confusing literature extending back 
to the 19th century. Answers lie in experimental research manipulating anthropo- 
morphic attributions. 

The ontogeny/history correspondence for anthropomorphism might also be 
exploited as an epistemological methodology. Piaget was once singular in his use 
of this methodology. Nisbett, Krantz, Jepson, and Kunda (1983) have applied this 
approach to the analysis of the growth of statistical heuristics in everyday induc- 
tion and demonstrated the significance of the conjunction of individual experience 
with randomizing devices and cultural beliefs, developed in the 17th century, of 
a mechanistically determined world. Wiser and Carey (1983), examining the evo- 
lution of thermal theories, observe that the misconceptions of novice science stu- 
dents are usefully conceived as conceptual changes that correspond to theory 
changes in the history of science. 

Anthropomorphic attributions by modern adults tend to go unnoticed or to occa- 
sion brief amusement  at best. Traditionally, anthropomorphic thinking has been 
ascribed to children and to "the lower races" (Tyler, 1871/1953) in contrast to the 
ascription of reason to adults and civilized societies. Ageism and racism are not 
barriers to contemporary research, but they did put the whole issue to bed a long 
time ago. Consequently anthropomorphism is not available, in the cognitive heuris- 
tics research sense of availability (Kahneman, Slovic & Tversky, 1982), for con- 
structing alternative explanations of behavior. Wiser and Carey (1983) fail to see 
the anthropomorphic attribution in their example of Aristotle's physics where bodies 
fall because they seek a specific natural resting place. His physics is simply "for- 
eign to the modern mind" (p. 296). 

Heider and Simmel's 1944 study illustrates how nonavailability can influence 
interpretations and directions of research. They self-consciously resort to 
anthropomorphism to describe their stimulus, but barely attribute any significance 
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to it in the interpretat ion of their study. Subjects in their study watched a two and 
a half" minu te  film clip of a large triangle,  a small tr iangle and a circle moving  in 
the vicinity of a rectangle with a flap that opens and closes. T h e  geometr ic  torms 
move through the flap, which opens and closes in synchrony with the forms' move- 
ments  so that the forms at various points are inside or outside the boundar ies  of 
the rectangle.  Unless you are familiar  with the study, this tells you literally noth- 
ing. So I will do what  He ide r  and Simmel  (1944) somewhat  apologetically did: 
the little tr iangle and the big tr iangle were chasing each other  and went into the 
house,  the big tr iangle beat up the little triangle who nevertheless persevered and 
moved  off with the little circle. T h e  big triangle was t rapped  in the house.  Th e  
consistency with which subjects give some paraphrase  of this descript ion when 
instructed just to "describe what you see" is astonishing. Only  one subject described 
the film in terms of the movement  of geometric shapes (and still slipped at the end, 
referr ing to a tr iangle as "he"),  two subjects described the stimuli in terms of ani- 
mals and the rest of the 34 subjects independent ly  described the activity in terlns 
of social events with high agreement  on the gender  and personali ty traits of the 
geometr ic  forms.  

Despite the wide citations of this study, the an thropomorphiza t ion  of these non- 
social stimuli was not itself noticed nor  declared a p h e n o m e n o n  mer i t ing  fur ther  
investigation. Researchers  used the triangle film and its variants  as .just ano ther  
st imulus to s tudy pre- informat ion  (Shor,  1957), or selective percept ion (Massad,  
H u b b a r d  & Newtson,  1979), or multiple sufficient causes, augmenta t ion  and dis- 
count ing  (Kassin & Lowe, 1979). The  research assumed either that the cognitive 
processes for deal ing with nonsocial  events are the simpler, conceptual ly t im&> 
mental  processes that are the building blocks tot  processing social events or that 
there are no differences between social and nonsocial stimuli. Yet He ider  and Sin> 
mel's (1944) original study suggests it may be easier to apply the principles of social 
knowledge to nonsocial  objects than the converse.  

Setting the Traps 

T h r o u g h o u t  this paper ,  I have taken the dogmat ic  position that machines  do not 
think in order  to clarify the relat ionship between person and machine.  It is not 

anthropomorphic  to attribute human  characteristics to humans.  It is anthropomor-  
phic to attr ibute human  characteristics to machines (or rivers or rocks) that do not 
have human  characteristics. But it is not anthropomorphic  to attribute human  char- 
acteristics to machines  that indeed do have the characteristics a t t r ibuted to them. 
By temporar i ly  closing that last door,  it becomes possible to pose the quest ion,  
"what  makes people think that machines  think?" without  having to define think- 
ing first and decide whether or not machines do it. At the same time, by hypothesiz- 
ing an th ropomorph i sm to be a default schema, I have painted myself  (and readers 
who have concurred with me so far) into a solipsistic corner.  If" an thropomorphism 
is an inherent  bias, how could we know if machines  think? How could we distin- 
guish its thought  f rom our  perhaps  unwar ran ted  ascriptions of thought?  

We could not use the " imi ta t ion game."  It is based on the a rgument  that the 
only way we know" other  people are thinking or have consciousness is by the pro- 
cess of compar ing  them to ourselves, and there is no reason to treat machines any 
differently. If  we cannot  distinguish the written responses of a machine from those 
of a human ,  and we are willing to grant that one of these two entities thinks, than 
we should bc willing to grant  that the other  one does, too (Tur ing ,  1950/1964: 
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much of the ensuing discussion is based on Hodges' (1983, pp. 415-426) critical 
analysis of the Turing paper). But if there is an inherent anthropomorphic bias, 
the imitation principle clearly incorporates a confirmatory bias, and is there- 
fore unreliable. Turing exacerbated the problem by arguing that if the machine 
could be attributed with thought, by extension it could be attributed with feel- 
ings. The extension to feelings was not made on the grounds of any particular 
argument. Rather it was a corollary of the self-other comparison process Turing 
recommended. 

In a previous section, ! wrote that Turing's question, "Can machines think?" 
focused on a particular depiction of the self embedded in Western culture. Despite 
the significance of the self-other comparison in determining if machines can think, 
Turing wrote as if only attributes of the machine were relevant to the defense of 
intelligent computers. That is, he wanted the computer both as a social object, 
implicating the self through comparison with the self, and as a nonsocial object, 
independent of the self. Hodges' (1983) biography of Alan Turing makes it pos- 
sible to illustrate how the self-comparison implicates the self beyond just the cul- 
tural depiction. Were this merely a biographical exercise I would leave it to Hodges. 
But the Turing test, as the imitation game is also known, has become something 
of a standard for comparing humans and machines. As such, it requires further 
discussion. 

Turing's model of thought, or intelligence, was rooted in playing chess and solv- 
ing mathematical puzzles and problems. These topics were chosen in part because 
they involved "no contact with the outside world"; they were amenable to speci- 
fication in the discrete state language of the computer. Turing believed it would 
be but a matter of time before "real" thought would be similarly specifiable in terms 
of rule-governed discrete states. Thus, Turing implied there was to be a model 
of intelligence, the essential feature of which could be mapped onto the computer, 
independently of the self in the self-other comparison by which we are to decide if 
machines think. At least superficially, Turing was content with a functionalist the- 
ory of mind. But he did not leave a list of the essential features. Rather he wrote 
a list of responses to objections that machines could think. Although the responses 
were construed in terms of the computer he was confident would be built in the 
future, they were also a personal statement of what Turing thought important to 
the characterization of thought. (This interpretation explains the puzzling response 
to "objections from evidence for extra-sensory perception." Turing was impressed 
by J.B. Rhine's claims on mental telepathy.) 

Hodges (1983), cognizant of the intertwining of Turing's life and work, seems 
to accept that there can be independent criteria to judge thought, but objects to 
Turing's characterization on the grounds that it did not acknowledge the signifi- 
cance of human interaction and experience to thought or knowledge (the realist 
social cognition objection). Yet Turing could not escape that significance, even if 
he failed to acknowledge it. Another reason for choosing chess and problem solv- 
ing as the basis for a model of mind is that these mattered to Turing. They had 
been of interest since childhood and the tocus of his intellectual life. They were 
thus the relevant dimensions for the self-other comparison for determining if 
machines could think. "The discrete state machine, communicating by teleprinter 
alone, was like an ideal for his own life, in which he would be left alone in a room 
of his own, to deal with the outside world solely by rational argument" (Hodges, 
1983, p. 425). Thus the "Turing test" is just that: a test of Alan Turing. It pro- 
vides not a "fair, demanding but possible, and crisply objective" test (Hofstadter 
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& Denne t ,  1981, p. 93), nor  a r igorous set of test criteria,  but  ra ther  an intensely 
personal  process born  of bias, desire, and past experience.  

Nevertheless ,  chess playing and prob lem solving could have been operat ional  
criteria for answering the question, "do machines think?" We might say, "Machines 
think when they are solving mathematical  or chess problems." The  advantage of this 
functionalist theory is that if we can agree on the operationalization,  we can gather 
a round  the compu te r  and see if it is solving problems.  T h e r e  might  still be the 
temptat ion,  if the compute r  fails to solve the problem,  to say the machine  had the 
intention or goal to solve the problem. After all, thinking humans  fail to solve prob- 
lems on occasion. The  bare  operational  definition, however,  seems to distort what 
we mean  by thought.  More  importantly,  any operational definition for thought ulti- 
mately depends on a compar ison with the self and is thus exposed to the anthropo- 
morphic  bias. 

If  the imitat ion game, a list of attributes, or an operational  definit ion of thought  
cannot  de termine  whether  machines think, there are at least three remaining alter- 
natives. One  is dogmatically to declare that only a h u m an  brain (or mind) is capa- 
ble of t hough t - -  a mach ine  is a machine  so it cannot  think and that's that (Searle, 
1980). Apparen t ly  this solution is sufficiently disagreeable to have sustained over  
30 years of debate.  Another  alternative is to say that if we think it thinks, it thinks. 
If  there is an anthropomorphic  beast, we will just walk into its jaws (Dennett ,  1981). 
But ul t imately  that tells us less about  machines  than what we think of ourselves. 
A third is to allow there to be an an th ropomo rp h i c  beast and set traps for it. 

Even if an an thopomorph ic  bias is inherent ,  we can still rationally decide when 
it might be useful to anthropomorphize  and when it is not. Such decisions are made 
with people.  In the mil i tary,  for example ,  it is often convenient  to act as if peo- 
ple do not think, but  ra ther  that their  behavior  is controlled by a set of instruc- 
tions, muc h  like a computer ' s .  ("It 's not  tor me to reason why, it's just  tbr me t{} 
do or die.") W h e t h e r  machines  think is thus changed from an ontological ques- 
t ion to a p ragmat ic  quest ion.  

T o  address the pragmat ic  quest ion,  we would want  to know the c i rcumstances  
under  which the propensi ty to an th ropomorphize  is strong and to have a relatively 
fixed point at which we decide it is counterproductive.  Tha t  point is where we want 
to set traps. A trap is a strategy to subvert  a propensi ty in the circumstances where 
the propensi ty is undesirable.  Put t ing a scale in front of the refrigerator is a minor  
t rap for a dieter.  Some traps might  be major .  Cons ider  the bias toward ingroup 
f avo r i t i sm- - the  a t t r ibut ion that one's own group is more  loyal, t rus twor thy and 
friendly than is the outgroup.  Suppose that on the basis of research (e. g., Brewer,  
1979, 1981; Brewer  & Campbel l ,  1976; Campbel l ,  1982; Janis  & M a n n ,  1977) 
it was determined that decision making groups operat ing in secrecy were especially 
p rone  to ingroup favori t ism, and that e l iminat ing secrecy extended or e l iminated 
definit ions of the group bounda ry  (circumstances of the propensity).  Fur ther  sup- 
pose that ingroup  bias, p roduct ive  in forming a sense of communi ty ,  was coun- 
te rproduct ive  when the bias converged on nat ional  boundar ies  and the decisions 
involved control  of nuclear  weapons  (counte rproduc t ive  point).  We might  decide 
to subvert  the bias by el iminat ing secrecy for mil i tary decision making  (the trap). 

T h e  c i rcumstances  for an th ropomorph iz ing  and the point  at which it is coun- 
terproduct ive  (or enhances product ion)  can be established by research. For  exam- 
ple, it should be a relatively direct empirical  issue to de te rmine  the circumstances 
unde r  which novice p r o g r a m m e r s  an th ropomo rp h i ze  the compute r ,  and whether  
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the propensity is associated with more time spent using a computer, or with aban- 
doning the whole task altogether. A minor trap for anthropomorphism might be 
to eliminate the use o f " I "  and the user's name from the computer's responses (or 
to add them if it was desirable to enhance enthropomorphic tendencies). In artificial 
intelligence and cognitive science research, the circumstances are more subtle and 
complicated. Sometimes it may be useful to be anthropomorphic even if we are 
quite confident a system cannot think. Heider and Simmel (1944) anthropomor- 
phized geometric forms for communicative economy. At other times, the point 
where we decide anthropomorphism is counterproductive may be the point where 
it is "correct" to attribute human characteristics to the machine because it does, 
in fact, think. 

Trickier traps would be more desirable where the goal is to duplicate or simu- 
late human cognition, albeit the best we might be able to do are nonobvious forms 
of the imitation game. For example, many claims about machines thinking, under- 
standing, or creating have been predicated on the assumption that its inferences 
or problem solution would be correct. But people show systematic deficits, that 
is, deviations from what would be expected on the basis of normative rationality 
or statistics (Kahneman,  Slovic & Tversky, 1982). Presumably, human deficits 
are a consequence of mental "heuristics" that usually do produce appropriate 
inferences-- instances of being right for the wrong reasons (Nisbett & Ross, 1980). 
One trap, which we might call the "heuristic challenge" for the sake of convenience, 
would consist of the requirement that an inferencing program would show the same 
patterns and kinds of errors that humans show using the same  computer algorithms 
or heuristic that usually produces acceptably valid inferences. That is, could the 
set of instructions that generates the conclusion that there are more Mexican res- 
taurants in San Diego than in Minneapolis also generate the conclusion that bright, 
outspoken Linda who majored in philosophy and was concerned about issues of 
discrimination and social injustice is more likely to be a bank teller and a femi- 
nist than just a bank teller (the conjunction fallacy based on representativeness, 
Tversky & Kahneman,  1983)? 

The heuristic challenge could stand accused of involving a mechanomorphic bias, 
and it would be guilty to the degree that it extends interpretations of cognitive pro- 
cesses by drawing on the computer metaphor (as Turing would extend thought 
to feeling by drawing on the human metaphor). As it is, the contrasts and com- 
parisons drawn in the mental heuristics literature are to logical, economic and sta- 
tistical systems, which may be described by computer programs but are not rooted 
in that domain. There is a sense in which mental heuristics make especially pretty 
traps because, as a research area, they are at the frontiers of behavioral science 
(Simon, 1980). But at least some of the phenomena to which they refer were 
described by 19th century ethnographers (e.g., the putative diagnosis or cure for 
a disease would be something related to the symptom by resemblance). Thus, this 
use of mental heuristics should be considered "nonobvious" rather than "new." 

CLOSING THOUGHTS 

In summary,  I have suggested that anthropomorphism merits attention as a psy- 
chological phenomena in its own right, especially as a "default schema" under con- 
ditions of quasi-predictability; that it can be used as a vehicle for basic and applied 
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cognit ive  research; and that it is a foil against  which to pose theoretical  and meta-  
theoretical  quest ions ,  such as character izat ions  of  objects in relation to observers  
and the conceptual  independence of  properties of  objects that intersect in some fash- 
ion with properties of  h u m a n s ,  even in scientific analyses.  But we should also look 
at a n t h r o p o m o r p h i s m  "in reverse." People  do not automat ica l ly  attribute h u m a n  
characteristics to h u m a n s .  W h a t  properties do certain p e o p l e - - s t r o k e  vict ims,  tk)r 
example ,  or our  e n e m i e s - - l a c k  that we  fail to attribute to them (at least some)  
h u m a n  characteristics? We can undertake  research on the attribution of  h u m a n  
characterist ics  while  r e m a i n i n g  agnost ics  on  the quest ion  of  whether  mach ines  
think,  just  as we  can remain  agnost ics  on whether  people  think,  or the cat wants  
us to open the door so he or she can go out. In the end,  the question of  what  makes  
people  think m a c h i n e s  can think is a quest ion  about  what  m a k e s  us think other 
people  can think. 
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